
Lecture 4

Frequen'st Modelling And 
Regression



Last Time:

• Monte Carlo for Integrals

• Monte Carlo Variance

• Coin toss means, variance, CLT

• Numerical Integra:on vs Monte-Carlo Integra:on

• Frequen:st Sta:s:cs

• Maximum Likelihood Es:ma:on

• Sampling Distribu:on



Today

• Small World vs Big World

• MLE and Sampling

• Gaussian MLE

• Fi8ng without Noise

• What is noise?

• Fi8ng with Noise

• Test sets

• ValidaAon and X-validaAon

• RegularizaAon



Frequen'st Sta's'cs

Answers the ques,on: What is Data? with

"data is a sample from an exis/ng popula)on"

• data is stochas+c, variable

• model the sample. The model may have parameters

• find parameters for our sample. The parameters are 
considered FIXED.



Point Es)mates

If we want to calculate some quan0ty of the 
popula0on, like say the mean, we es0mate it on the 
sample by applying an es0mator  to the sample data 

, so .

Remember, The parameter is viewed as fixed and the 
data as random, which is the exact opposite of the 
Bayesian approach which you will learn later in this 
class.



True vs es(mated

If your model describes the true genera5ng process 
for the data, then there is some true .

We dont know this. The best we can do is to es2mate 
.

Now, imagine that God gives you some M data sets 
drawn from the popula9on, and you can now find  
on each such dataset.

So, we'd have M es.mates.



M samples of N data points



Sampling distribu0on

As we let , the distribu/on induced on  is 
the empirical sampling distribu/on of the es/mator.

 could be , our parameter, or a mean, a variance, 
etc

We could use the sampling distribu4on to get 
confidence intervals on .

But we dont have M samples. What to do?



Resampling

• if we want to es,mate the SIZE of the effect we 
use bootstrap

• if we want to es,mate the SIGNIFICANCE of the 
effect, we do PERMUTATION





Maximum Likelihood es0ma0on



We have data on the wing length in millimeters of a 
nine members of a par5cular species of moth. We 
wish to make inferences from those measurements on 
the popula5on quan55es  and .

Y = [16.4, 17.0, 17.2, 17.4, 18.2, 18.2, 18.2, 19.9, 
20.8]

Let us assume a gaussian pdf:



MLE Es&mators

LIKELIHOOD: 

Take par(als for  and 



From Likelihood to Predic0ve Distribu0on

• likelihood as a func0on of parameters is NOT a probability 
distribu0on, rather, its a func0on

•  on the other hand is a probability distribu0on

• think of it as  (norm.rvs with MLE 
parameters), "communica0ng with exis0ng data" thru the 
parameters

• We'll call such a distribu0on a predic0ve distribu0on for as yet 
unseen data , or the sampling distribu0on for data, or the 
data-genera0ng distribu0on



MLE for Moth Wing

 is a biased es(mator of the popula(on variance, while 
 is an unbiased es(mator.

That is, , where the  subscripts means the 
expecta3on with respect to the predic3ve, or data-sampling, 
or data genera3ng distribu3on.

VALUES: sigma 1.33 mu 18.14



REGRESSION
• how many dollars will you 

spend?

• what is your creditworthiness

• how many people will vote for 
Bernie t days before elec9on

• use to predict probabili9es for 
classifica9on

• causal modeling in 
econometrics



HYPOTHESIS SPACES

A polynomial looks so:

 

All polynomials of a degree or 
complexity  cons4tute a 
hypothesis space.



SMALL World vs BIG 
World

• Small World answers the 
ques-on: given a model class 
(i.e. a Hypothesis space, whats 
the best model in it). It 
involves parameters. Its model 
checking.

• BIG World compares model 
spaces. Its model comparison 
with or without 
"hyperparameters".



Approxima)on: Learning without noise

30 points of data. Which fit is be4er? Line in  or 
curve in ?



Bias or Mis-specifica.on Error



RISK: What does it mean to FIT?

Minimize distance from the line?

Minimize squared distance from 
the line. Empirical Risk 
Minimiza9on.

Get intercept  and slope .



*

* image based on amlbook.com



What is noise?

• even in an approxima-on problem, sampling can be 
a source of noise

• noise comes from measurement error, missing 
features, etc

• some-mes it can be systema-c as well, but its 
mostly random on account of being a combina-on 
of many small things...



SAMPLE vs POPULATION

Want: 

LLN: 

 representa)ve 



Statement of the 
Learning Problem

The sample must be 
representa/ve of the popula/on!

A: Empirical risk es/mates in-
sample risk.
B: Thus the out of sample risk is 
also small.



CONVEX MINIMIZATION

In general one can use gradient descent  .

For linear-regression, one can however just do this 
using matrix algebra.
   Image From Nando-deFreitas Deep Learning Course 2015



DATA SIZE MATTERS: straight line fits to a sine curve

Corollary: Must fit simpler models to less data!



THE REAL WORLD HAS NOISE



*

* image based on amlbook.com



Linear Regression MLE



Gaussian Distribu,on assump,on

Each  is gaussian distributed with "mean" 
 (the regression line) and there is noise  

with variance :



We can then write the likelihood:

The log likelihood  then is given by:



Maximizing gives:

where we stack rows to get:



Example: House Elec/ons



From Likelihood to Predic0ve Distribu0on

• the band on the previous graph is the sampling 
distribu4on of the regression line, or a representa4on 
of the sampling distribu4on of the .

•  is a probability distribu4on

• thought of as , it is a 
predic4ve distribu4on for as yet unseen data  at , 
or the sampling distribu4on for data, or the data-
genera4ng distribu4on, at the new covariates . This 
is a wider band.



Dem_Perc(t) ~ 
Dem_Perc(t-2) + I

• done in statsmodels

• From Gelman and Hwang



THE REAL WORLD HAS NOISE

Which fit is be+er now?
                                              The line or the curve?



UNDERFITTING (Bias)
vs OVERFITTING (Variance)



Every model has Bias and Variance

Fit hypothesis , where  is our training 
sample.

Define: 



Then,

This is the bias variance decomposi2on for regression.



• first term is variance, squared error of the various 
fit g's from the average g, the hairiness.

• second term is bias, how far the average g is from 
the original f this data came from.

• third term is the stochas-c noise, minimum error 
that this model will always have.



TRAIN AND TEST



BALANCE THE 
COMPLEXITY: A 
LARGE WORLD 

APPROACH



Is this s'll a test set?
Trouble:

• no discussion on the error bars on our error 
es0mates

• "visually fi7ng" a value of  contaminated 
test set.

The moment we use it in the learning process, it is 
not a test set.



VALIDATION
• train-test not enough as we fit 

for  on test set and 
contaminate it

• thus do train-validate-test



CROSS-VALIDATION





CROSS-VALIDATION

is

• a resampling method

• robust to outlier valida4on set

• allows for larger training sets

• allows for error es4mates

Here we find .



Cross Valida+on considera+ons

• valida'on process as one that es'mates  
directly, on the valida'on set. It's cri'cal use is in 
the model selec'on process.

• once you do that you can es'mate  using the 
test set as usual, but now you have also got the 
benefit of a robust average and error bars.

• key subtlety: in the risk averaging process, you are 
actually averaging over different  models, with 
different parameters.



REGULARIZATION: A 
SMALL WORLD 

APPROACH

Keep higher a-priori complexity and impose a

complexity penalty

on risk instead, to choose a SUBSET of . 
We'll make the coefficients small:





REGULARIZATION

As we increase , coefficients go 
towards 0.

Lasso uses  sets 

coefficients to exactly 0.



Regulariza*on with Cross-Valida*on



CLASSIFICATION

• will a customer churn?

• is this a check? For how much?

• a man or a woman?

• will this customer buy?

• do you have cancer?

• is this spam?

• whose picture is this?

• what is this text about?j

j image from code in h/p://bit.ly/1Azg29G



MLE for Logis+c Regression
• example of a Generalized Linear Model (GLM)

• "Squeeze" linear regression through a Sigmoid 
func>on

• this bounds the output to be a probability

• What is the sampling Distribu>on?



Sigmoid func,on

This func*on is plo.ed below:

h = lambda z: 1./(1+np.exp(-z))
zs=np.arange(-5,5,0.1)
plt.plot(zs, h(zs), alpha=0.5);

Iden%fy:  and  
with the probability that the 
sample is a '1' ( ).



Then, the condi,onal probabili,es of  or  
given a par,cular sample's features  are:

These two can be wri/en together as

BERNOULLI!!



Mul$plying over the samples we get:

A noisy  is to imagine that our data  was generated 
from a joint probability distribu7on . Thus we 
need to model  at a given , wri<en as , and 
since  is also a probability distribu7on, we have:



Indeed its important to realize that a par1cular 
sample can be thought of as a draw from some "true" 
probability distribu1on.

 maximum likelihood es$ma$on maximises the 
likelihood of the sample y,

Again, we can equivalently maximize



Thus

Use Convex op+miza+on! (soon, hw)


